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Abstract—As we all know, India is the world's second most populous country, and most of its 
people rely on agriculture and work in agriculture. Agriculture is critical to the Indian 
economic system; it employs more than half of the population. Food is perhaps the most 
important aspect of life; without it, humanity cannot survive. Our current agronomical tasks 
include ways to advance crop production, maintain appropriate agriculture parameters, and 
keep appropriate chemical fertilizers on hand. Our main goal is to reduce the number of 
agriculturalist suicides, increase farmer profits, and so on. Machine learning applications are 
used in crop yield predictions and trying to improve crop yield prediction to overcome such a 
wide range of issues. This paper discusses how the system uses data gathered from agriculture 
departments. Our systems are powered by real-time data and farmer-friendly agricultural 
production software. Our project assists farmers in determining which crops to be grown to 
maximize profits. In this paper, we attempt to forecast crop yields using data science 
algorithms.  
 
Index Terms— Machine learning, Agriculture, Crop prediction, Yield prediction, Data Science, 
Agriculture. 

I. INTRODUCTION 

In our country, Agriculture began in 9000 BCE in northwest India. Agriculture is the cultivation of land for 
effective crop growth and livestock grazing. Agriculture is considered a fundamental supply for developing 
crops and the backbones of the county’s economic development. In rural regions, agriculture's contribution 
toward the supply of livelihood is more than 70%. The main contribution in the early days has been the 
cultivation of plant life and the domestication of vegetation and animals. Beyond decade earlier than Industrial 
Revolution, agriculture became practiced within the form of traditional open area farming and changed into 
growing plants in a massive set of fields. Before the industrial revolution agriculture employees worked six days 
a week from sun rise to sun set simply looking after developing crops. In positive seasons, there has been a large 
call for the plants, particularly for ploughing and harvesting. After Industrial Revolution, there was an 
improvement in farming and the development of vegetation. Major traits had been seen below enclosure of the 
usage of open fields turned into changed into small fields and adopting new farming techniques together with a 
seed drill, plow, breeding technique. Smart farming was introduced in the twenty-first century as a result of 
technological advancement. One of the biggest issues that farmers currently face in the agriculture industry is a 
lack of profit levels. Farmers grow crops but do not receive the proper yield, resulting in a lower profit level. 
Yield prediction is important in agriculture because yield is affected by many factors such as temperature, 
rainfall,  soil  characteristics,  and so on. Earlier start yields forecasting based on these constraints is crucial. As a  
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result, "Yield Prediction Software" is created. The current system Predicting agricultural yield is critical for 
dealing with crop storage issues, transportation concerns, and risk management issues. collecting data and 
keeping track of documents in the form of ledgers. The present system is based on a manual comparison of 
previous and present results. Based on previous experiences and findings, we estimate crop production. We 
collected raw data from the Mysore agriculture department for this study, which included agricultural parameters 
such as humidity, rainfall, temperature, soil, and ph values. Each research paper investigated and implemented 
various crops grown throughout India. In our study, we proposed two distinct methodologies: one for crop yield 
prediction using Machine Learning for two major crops, paddy and ragi, and another method, our system 
designed as an e-learning system to assist farmers, and an online form is used to engage in farming and also if 
any agronomists have any inquiries, they can directly contact the system administrator.  Machine learning, 
according to previous research, is an effective classifier for crop yield prediction. Machine learning can be used 
aggressively to assist farmers in producing the highest possible yield. As a result, all of these supervised 
classification algorithms perform well with both small and large data sets, produce accurate results, and employ 
efficient classifier techniques. ID3, decision trees, KNN, Bayesian classification, random forest, and other 
techniques are examples of these techniques. 

II. RELATED WORK 

[1] V. Spandana Supervised Machine Learning Approach for crop yield prediction in the agriculture sector. In 
this paper, the author has collected data from the Kaggle website. The data set includes 3101 instances that have 
beyond historic statistics and it includes five parameters inclusive of temperature, PH, humidity, rainfall, and 
crop name. Random forest and Data mining strategies are applied for classification and regression. For training, 
the model 80% is used as training and 20% is used for testing. Data visualization is used for displaying the 
information in a graphical layout. Matplot lib, pandas, and plot are used for visualizations. Hist Diagram is used 
to show the humidity and rainfall are exponential distribution, ph is Gaussian distribution attributes, and Temp is 
a skewed distribution. The density plot shows the distribution in numerical values. Box plot suggests exceptional 
for each attribute consisting of humidity indicates its miles accordingly skewed with a big set of values, the 
temperature is miles skewed with small values and pH is neither skewed as a small nor massive value of skewed. 
Correlation diagrams are used to symbolize the relationship of the attributes. Numeric value 1 positive 
relationship between variables. Numeric 0 represents negative variables. The correlation Plot Matrix for every 
characteristic of humidity and rainfall is an exponential distribution, temperature, its skewed distribution, and 
pH, it's the Gaussian distribution. Random forest is used for selecting a fine crop. This model is a comparison 
and brought with the decision tree while this model is compared and trained with a decision tree random forest 
has got maximum accuracy because there because of pleasant fits for decreasing overfitting. 
[2] Rohit. N Crop yield prediction and efficient use of fertilizers in this work, their main goal is to produce the 
highest crop yield with the lowest yield. In this study, they developed a model with a set of crop information 
predictions based on different attributes from seven factors, including state, district, crop, year, season, and area. 
Another model they proposed for predicting yields for each crop is based on soil fertilizers such as nitrogen and 
potassium. They proposed employing two different algorithms, such as random Forest and backpropagation 
Algorithm, to predict effective fertilizers consumption for each crop using Machine Learning. This Random 
Forest Algorithm is beneficial for Indian agriculture. The backpropagation Algorithm is beneficial for predicting 
fertilizers amounts for each crop, such as potassium, nitrogen, and phosphorus. The error rate is predicted by 
comparing the outcomes of these two algorithms. When compared to the Random Forest Algorithm, the 
experimental analysis backpropagation algorithm is less. 
[3] S Kanaga Suba Raja Demand-Based Crop Recommender System for Farmer in this paper, this method is 
meant to assist farmers in recommending vegetation to develop primarily based on the previous 12 months' data 
and marketplace pricing worth. We try and count on crop yield and charge that a farmer can achieve from his 
assets on this take a look at via analysing patterns in additional facts. We use a sliding window non-linear 
regression approach to make predictions based totally on numerous components of agricultural production, 
which include rainfall, temperature, marketplace costs, area of the land, and crop yields that cross beyond the 
common. This technique is also supposed to assist farmers with speech recognition thru textual content 
conversion. This generation is supposed to translate English right into a local language. So, similarly, the above 
system could be applied to promote rural improvement. 
[4] Lavanya system to predict the paddy yield depending on agriculture data using Data Mining. In this paper, 
the author has collected required data from government sectors to model and predict temperature, rainfall, and 
paddy plant patterns. The primary goal is to discover the relationship between environmental factors and paddy 
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yield in the Karnataka district of Nanjangud. In this case, we are predicting paddy yield by taking temperature, 
rainfall, soil moisture, and ph into account, which will be useful for agricultural enterprises. The process of 
identifying hidden and frequent patterns in large databases is known as data mining. The methodology that we 
used to create the system Data is initially collected from various governmental agencies, and then noisy data is 
removed. Using the éclat algorithm on the pre-processed data, we can obtain the paddy prediction pattern. 

III. PROPOSED SYSTEM  

The proposed system assists farmers in cultivating the appropriate crops at the appropriate time and assists 
farmers in increasing crop yield by suggesting appropriate profits. A significant portion of the Indian population 
will gain from this application. For the recommendations, supervised learning algorithms such as "Bayesian 
classifier" or "K nearest neighbors" and "Naive Bayes Algorithm" were used. These algorithms are preferred 
because they work efficiently, produce faster results, and work with all data formats. Furthermore, a small 
number of survey papers indicate that these algorithms are efficient and suitable for agricultural datasets.  

IV. METHODOLOGY 

A. Work Flow for Online Support System for Smart Agriculture 
The workflow is shown with an arrow. It suggests the route of the workflow within the activity diagram. 
User Requirements are a set of specifications that a user must meet to use a product. 

1. Administrator: The administrator is the person in charge of the application as a whole. There is just 
one administrator in the system. 

2. In-charger/Staff at the location: Staff is a character who uses the application's services. A person in 
charge of a specific location is known as a staff member. The administrator creates the staff. 

3. Visitors or Farmers: Visitors are the users who can access basic agriculture information. 

 
Figure 1: Workflow for Online Support System for Smart Agriculture 

The Project Administrator's Modules include the following:  
1. Login Module: This module allows an administrator to log into the application using credentials such as 

the admin id and password. 
2. Designate a location in-charger/staff member: An administrator enters the staff/location in-chargers for 

future use of the system in this module. Staff is mostly developed for a certain place. 
3. Provide staff with an id as well as a password: An administrator creates a unique staff Id and password 

for each employee; with these credentials, employees can log in. 
4. Change your password: The system administrator can update the password for future use here. 

Location In-charge or Staff has the following modules; 
1. Login Module: In this module, staff gets login into the application by specifying the credentials such as 

admin id and password. 
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2. Manage Datasets based on Location [upload humidity, region, area, rainfall, temp, rice yield, and soil 
features data: In this module, the location in-charger manages the existing datasets for the crop yield 
prediction. Here staff adds the existing datasets [sample soil attributes, humidity, region, area and temp, 
rainfall, and crop yield details] based on daily, monthly, and yearly. 

3. Crop Yield Prediction Module (Core Module - ML): In this module, the system predicts crop yield based 
on the previous data, here we make use of the Machine Learning technique “classification rules” for the 
prediction based on the constraints humidity, region, and sample soil attributes temp and rainfall. 

4. Result Analysis: algorithms results are analyzed to find the accuracy and efficiency. 
5. Update Password: Here staff can update the password for future use. 
Farmers has the following modules 

1. The Login Module: Farmers can access this subsystem by providing credentials such as a user id and 
password. 

2. Review the Basic Information: Farmers can visit the website or portal to view required information such 
as documents about farming and some videos that have been uploaded, which they can view. 

3. Online Discussion Board: If a user has a question about agriculture, they can post it in the forum, and 
each question will redirect to the admin portal. The answer would be provided by the administrator. 

4. Password update: In this, the user to change their password for future use. 

B. Methodology 

 
Figure 2 Methodology for Online support system for smart agriculture 

1. Data Collection: This is the first step in the crop recommendation system, where we collect 
agricultural statistics. It contains agricultural parameters, crop details, farmers' information, and 
parameter information. Agriculture facts were gathered for the two most significant crops, paddy, and 
ragi, from the nearby Karnataka, Mysore district. Rainfall, temperature, and soil functions such as PH, 
nitrogen, potassium, iron, and many others are examples of agriculture parameters.  

2. Data Pre-processing: Agriculture data is analyzed in this section, and only relevant information is 
extracted. The data needed for processing is extracted and segmented according to region. Because the 
entire set of agricultural data is not necessary for processing and because processing would take too 
long if we input all the data, data extraction is done. 

3. Training data: Once the required data has been extracted and segmented, we must train the data, which 
entails converting the data into the required format, such as numerical values, binary values, strings, and 
so on. The algorithm type determines conversion. 

4. Machine learning Classification: ML is concerned with the development and study of systems that 
can learn from data. 
Supervised Learning Techniques 

It is a predictive form used for the responsibilities which entail predicting one fee based on other values in the 
statistics set. Labels for Supervised Learning may be desired. It categorizes an item primarily based on the 
parameters of one of the predefined label units. We have many algorithms to build a version in supervised 
learning, such as KNN, Bayesian Network, Decision Tree, ID3, Random Forest, SVM, Regression strategies, 
and so on. We identify the suitable system of rules for predictions depending on the demands, labels, parameters, 
and information set. In the presence of uncertainty, the algorithm is used to construct the model that helps make 
predictions mainly based on evidence. 
Classification Techniques 
Classification is a technique for locating a model (or feature) that describes and distinguishes information, 
instructions, or standards. The model is created entirely by analyzing a set of training data (i.e., facts gadgets for 
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which the elegant labels are regarded). The version is used to predict the class label of objects with unidentified 
elegance labels 

5. KNN Algorithm OR Naive Bayes Algorithm.  
For crop recommendation, the "Naive Bayes Algorithm" is used for the following reasons: 
 The effective classifier 
 works equally well with fewer and more parameters. 
 It works for both small and large data sets. 
 more precise results 
6. Crop Yield Forecasting: Using a machine learning algorithm, the system predicts crop yield based on 

agricultural parameters. 
7. Based on Location and Year: Crop yield predictions are made both regionally and annually. 
8. Outcomes: We calculate the algorithm's accuracy by dividing the training datasets into training and 

testing datasets. 80% were classified as training datasets, while 20% were classified as testing datasets. 
9. Create a Visual Representation: Crop yield is displayed on the GUI for farmers. When users log in to 

the application, the system recommends suitable and profitable crops for farmers on a graphical user 
interface. 

C. Algorithms 
1. Naïve Bayes Procedure  
The Naive Bayes Method is a Machine Learning Algorithm. Initially, we are gathering information from the 
department of agriculture in Mysore and estimating the probability of each attribute. The pseudo-code below 
explains the procedures of the Naive Bayes classification algorithm. 

 
2. KNN Algorithm 

The agriculture data are collected and clustered using the KNN algorithm. Initially, we are gathering information 
from the department of agriculture in Mysore and we calculating the value of K using agriculture parameters 
such as humidity, rainfall, temperature, and ph values. Here is the value of k=10 agriculture parameters. We are 
calculating the predicted yield result using Euclidean Distance Formula: 
Euclidean distance between 2 points is square root[(x1-x2)square + (y1-y2)square + (z1 - z2)square ] 
Then we are calculating k which has got minimum neighbors’ collecting all nearest categories of y and 
predicting the yield. The below pseudo-code describes the steps of the KNN algorithm. 
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Figure 3: Paddy yield prediction using Naive Bayes Algorithm 

 

Figure 4: Paddy Yield prediction using the KNN algorithm 
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4.3.2 Decision Tree Algorithm 
The decision tree algorithm is classified as unsupervised learning. They apply to both regression and 
classification problems. In the beginning, we scan the datasets from the root, calculate each attribute occurrence, 
calculate the internal node occurrences based on the best yield results, and recursively record the results based on 
each attribute. We classify the new node again using the best node. The Decision Tree algorithm is described in 
pseudo-code below. 

 

 
Figure 5: Ragi Yield prediction using Decision Tree Algorithm 

V. EXPERIMENTAL RESULT 

The outputs that we can get after the step-by-step execution of all the modules of the systems are defined by the 
subsequent snapshots. Figure 6 shows the home page for crop yield prediction. This page contains basic 
information such as services, user login, and new user registration. 

 
Figure 6: Home page 
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The above figure 7 depicts the result analysis for the ragi crop using the Decision tree algorithm.  
Here we discover the precision of the procedure with the aid of dividing the datasets into training and testing 
datasets. 80% were taken into consideration as train datasets and 20% were considered training datasets. 
Figure 8 depicts an online discussion forum. Farmers can view required agricultural documents and videos on 
this portal, and if they have any questions, they can post them, which will be forwarded to system administration. 

 

Figure 8: Farmer online discussion forum 
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